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I. INTRODUCTION

How private is medical and health data? Well-known cases of lost, stolen, or hacked computers or storage devices;\(^1\) reported snooping into celebrity data, or even that of neighbors or divorced spouses;\(^2\) and other computer breaches involving health records,\(^3\) are disturbing news. When reported data breaches affect more than 500 individuals, they are posted by the US Department of Health and Human Services. This “wall of shame” makes it evident that hundreds of thousands of data records can be


\(^3\) Elizabeth Layman, Health Informatics: Ethical Issues, 22 Health Care Manager 2(2003).
exposed in a single breach. Even more are expected. Two highly regarded medical centers, New York-Presbyterian Hospital and Columbia University Medical Center, agreed to pay the largest fine yet imposed because 6800 patients’ personal health information was internet-accessible in 2010 due to willful deficiencies in data security practices.

Medical and health care data kept in computer systems are vulnerable to the same kinds of privacy, security, and confidentiality violations as any other data. These violations are not limited to what the news reports, so may escape public attention and legislative action. Data may be exposed in cases of individual identify theft or voluntary sharing of identifiers such as governmental identification numbers or individuals’ passwords. Travelers crossing borders may be subject to having their computers searched, or even confiscated, posing other potential threats if data related to health care, treatment, or research is accessible on those devices. Data may be intercepted as it is transmitted between devices, for example, from a mobile phone to a medical electronic record. Malware pre-installed in counterfeit electronic components may leak data to

---

4 Section 13402(e)(4) of the HITECH Act requires the Secretary of Health and Human Services to post a list of breaches of unsecured protected health information affecting 500 or more individuals. They are at posted at [http://www.hhs.gov/ocr/privacy/hipaa/administrative/breachnotificationrule/breachtool.html](http://www.hhs.gov/ocr/privacy/hipaa/administrative/breachnotificationrule/breachtool.html), (last visited January 14, 2014). The site lists only those breaches that have been reported, and only breaches by covered entities, according to [http://www.hhs.gov/ocr/privacy/hipaa/administrative/breachnotificationrule/index.html](http://www.hhs.gov/ocr/privacy/hipaa/administrative/breachnotificationrule/index.html), (last visited January 14, 2014). Linda Koontz, What Is Privacy?, in INFORMATION PRIVACY IN THE EVOLVING HEALTHCARE ENVIRONMENT (Linda Koontz ed. 2013).
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criminals and spies. Government agencies such as the US Internal Revenue Service may surveille or seize data, including medical data, with or without warrant, to use for investigations or other purposes for which it was not originally collected. US government fusion centers can combine individual health and medical data with driving and license records, education records, criminal records, voting registration records, and other information in ways difficult for the general public to know for reasons of national security. Also tied to security, but more targeted to health-related data, is on-going biosurveillance to detect bioterrorism as well as public health surveillance (such as that done by the US Centers for Disease Control) needed to track disease patterns and potential epidemics. Further, as disclosed in leaks about the US National Security Administration, widespread data collection, internet transmissions and telephone records are collected, de-encrypted, and stored, making medical records as vulnerable as any other data. Public outcry over these revelations point to the need for more transparency about how personal data – including data related to health – are collected and used. Without this transparency, policy cannot address how to balance privacy and other needs and values.

Additional privacy threats are specific to health care. People have little choice but to reveal intimate information if they want quality health care. Collecting and storing that information is legally mandated, making health data different from most other data.

---


KAPLAN – Patient Health Data Privacy


It is both information that people would likely want to keep private, but that they must disclose, and that is required to be recorded and stored for future use. Therefore, throughout the world, health data is given special protection and clinicians’ duty to confidentiality is recognized. Yet, as electronic records proliferate, medical information is collected and transmitted on a scale impossible with paper records. Health-related information is electronically communicated between clinicians, insurers, and patients via health care delivery enterprise systems, health information networks, electronic mail, smartphones, personal health records, medical devices and sensors, and other electronic and internet services. As technology advances, the potential for privacy protection through technological approaches also advances, but keeping up with risks so as to prevent privacy violations simultaneously becomes more difficult.

Public confidence is undermined when data collected for one purpose is used for another, especially if these uses are not well-known or used for decision making about the individual. Law cannot anticipate novel ways to aggregate and manipulate large volumes of data, nor can public expectations keep up with technological innovations. New technologies and new data uses create new risks that are not well addressed by current laws and policies.

Privacy scholars identify tensions between privacy and a variety of some other concern, including security, antidiscrimination, gender equality, innovation, accountability, consent, and notice. Health care brings additional considerations into

---

12 Ariel Porat & Lior Strahilevitz, Personalizing Default Rules and Disclosure with Big Data., 112 MICHIGAN LAW REVIEW p. 45 forthcoming(2014); The Elon University School of Law Fall 2010 Symposium was entitled “Transparency, Secrecy, and the Internet: Striking a Balance between the Ideals of
play. Considering only tensions between privacy and one seemingly competing need precludes thorough analysis and judicious balancing among competing values and social goods. Because of its sensitive nature, separate laws and regulations govern privacy risks of medical records. Privacy of health-related information seems deceptively simple, yet involves many converging issues. What constitutes "privacy," and how it is defined legally and thought of socially is complex enough. Also complex is how “public good” is construed when weighed against privacy. For health data, add to that how to balance privacy with numerous uses for the data: for individual patient care; for public health, research, and biosurveillance; for reimbursement; for insurance; for access to health care; for marketing of health-related products, medications, and devices; for monitoring individual health; and for monitoring the functioning of medical devices. Further complicating health data privacy is how it relates to norms involving professional practice, privilege, autonomy, paternalism, and protected communication.13

Both US law and EU data protection policies make special note of health information. The European Union takes a comprehensive general approach to privacy, reflected in the 1995 Directive 95/46/EC on the Protection of Individuals with Regard to the Processing of Personal Data and on the Free Movement of Such Data.14 Unlike in

---

13 Bonnie Kaplan, Selling Health Data: De-Identification, Privacy, and Speech, CAMBRIDGE QUARTERLY OF HEALTHCARE ETHICS (in press); Bonnie Kaplan, How Should Health Data Be Used? Privacy, Secondary Use, and Big Data Sales, CAMBRIDGE QUARTERLY OF HEALTHCARE ETHICS (in review).

European countries where the EU Data Protection Directive takes an expansive view of privacy, in the US, there is no omnibus privacy law. Laws addressing health data privacy have developed in separate legal domains. Privacy, too, is affected by governance related to property and ownership (as in identity \textit{theft}), speech, research, public health, and law enforcement. Protections in one domain are undercut by requirements in another. Different governmental units and jurisdictions regulate different aspects of health data collection, use, and privacy. Fragmentation and siloing makes it difficult to understand the entire realm of health data regulation and know which domain applies to which data or data use. Expertise is required for even partial understanding. A past Director of the Office of Information Management of the US Government Accountability Office, who advises the Chief Privacy Officer of the Office of the National Coordinator for Health Information Technology (ONC), considers that “\textit{health information privacy is incredibly complex} and challenging [emphasis in original].”\textsuperscript{15} Law, regulation, and common practice are confusing and popularly misunderstood. Legal tools are insufficient, conflicting, lack transparency, and do not take account of new developments. Health data vulnerabilities point to the need for greater privacy protection of personal medical information. Law, policies, and practices need to newly balance values of privacy, personal and public health, research, professionalism, free speech, and national security.

Common misconceptions about what is protected and what is permissible make it difficult for law adequately to address health data privacy. Confusion and lack of transparency both highlight and obscure the need for new policy or law. They thwart democratic deliberation and the making of wise policy. “Patients should not be surprised to learn what happens to their health information,” according to the subcommittee of the Health Information Technology Policy Committee that advises the ONC, yet data may be made available outside of a patient's or clinician's expectations, further making informed policy and individual consent problematic.

Piecemeal legislation and balkanization reduces transparency, exacerbates confusion and opaqueness, and creates barriers to public knowledge of what the law is and how to interpret requirements correctly. This, in turn, interferes with patients’ ability to give informed consent for how their personal and sensitive health information is used. Approximately half of the thousand patients surveyed nationally at the end of 2011 were concerned about privacy and security, whether or not their doctors used electronic health records. It also undercuts comprehensive understanding of the regulatory landscape by those responsible for creating or enforcing it. Legislators and regulators are patients, too.

The combination of various values, norms, and legal tools that constitute the health data privacy mix are little discussed. Often, others’ proposals address privacy and one other aspect, generally consent and notice. Thoughtful as these proposals are, a broader holistic approach is needed -- one that goes beyond others’ calls to take account

16 Id. at 1-20.
of Fair Information Practice Principles underlying both US law and the EU Data
Protection Directive\textsuperscript{18} -- to protect privacy in ways consistent with other legal rights and societal values that come into play when considering health data privacy. New thinking, based on transparency and democratic deliberation, is needed to replace the fragmented approach that creates legal mazes, unintended consequences, and reflects the complexity of health and health care.

This review makes three contributions. First, it addresses multiple issues and regulatory domains. Second, it therefore begins to describe a fuller legal landscape than the usual focus on one specific issue. Lastly, it takes a more patient-centric approach because more serious consideration of how to weigh conflicting needs, values, and theories is difficult without public, and hence legislative and regulatory, understanding.

Data privacy threats and solutions come from both the public and private sectors.

In Section II, I discuss US public sector law and privacy risks inherent in the many requirements, exceptions, and exclusions, and reliance on de-identification (or anonymization) that characterizes US and other countries’ law. I focus on The Health Insurance Portability and Accountability Act (HIPAA), The Health Information Technology for Economic and Clinical Health (HITECH) Act, and the Patient Protection and Affordable Care Act (ACA). The multiplicity of laws and regulations makes it extremely difficult for non-specialists in this area of law to understand what is and is not to be kept confidential when. Neither transparency nor consistency is served. Section III provides a range of private sector developments, including threats and ways to mitigate

them associated with new technologies and big data. Section IV discusses proposals to balance privacy and other values with data access needs for public and commercial purposes. I address data aggregation and ownership, data as speech and free speech, and informed consent, all related to health data privacy. Though each has been thought a potential solution, none alone is adequate. Thus, throughout I delineate a multiplicity of health data privacy tools and risks in different domains, and some legal and technological approaches towards privacy protection. Different values and legal considerations are discussed here together, instead of focusing on privacy and only one or two other concerns, so that a more integrated and holistic approach may be developed.

Although the US is unusual in the mix of legal and social issues that come into play, considering the many different facets, both separately and together, can help illuminate more general significant issues. Different theory and justifications govern each domain, and viewing the issues through these different approaches can help highlight needed considerations both in the US and elsewhere. Considering how issues are framed from one domain to another, while sometimes illuminating, also can add to opaqueness, or worse, conflicting regulation.

Section V describes transparency, harmonization, and simplification needed so that patients, and then, in turn, policy makers and, where necessary, courts, can make wiser, more democratically based decisions. In light of rapidly changing technological and societal norms, principles may serve better than rigid rules.

I conclude that the public nor policy makers should be more aware of risks and possible ways to mitigate them through technological and legal developments and social
research. They also should be more aware of the current precarious balance of the variety of laws, regulations, public perceptions, and social values. Lack of awareness and transparency contribute to making current approaches and proposals neither sufficiently protective against privacy threats nor allow for beneficial uses of health-related data. In the current environment, patients, clinicians, insurers, hospitals, and other organizations have interests in controlling their data. The combination of public concern, privacy laws, and economic interests in limiting data access and aggregation are a toxic combination that prevent integrating patient information and combining data to produce new value. Perversely, they also insufficiently protect both clinicians and patients.

II. Clinical Health Data Privacy Protection and Risks in the US Public Sector

Health data universally is seen to require special protection in order to maintain trust between clinician and patient in the interest of both social and public order as well as better care for the patient. Nowhere can this private data rightly be passed to a third party without the patient’s permission. A patient’s rights to confidentiality is recognized in all countries, but in ways that differ from place to place.

In the United States, multiple laws govern health data privacy. The US Department of Health and Human Services recognized the need to “establish a single, consistent approach to address the privacy and security challenges related to electronic health information exchange through a network for all persons, regardless of the legal framework that may apply to a particular organization” in their 2008 Nationwide Privacy and Security Framework for Electronic Exchange of Individually Identifiable Health

---

Information.\textsuperscript{21} Though specific to an information network, the point applies to the broader mix of federal laws, which, together with state laws, are rife with gaps and exceptions that vary with jurisdiction, intended use of data, and intended user. Such a hodge-podge increases risks and decreases transparency. Ironically, the Framework includes openness and transparency as one of its principles.\textsuperscript{22}

I describe three primary laws that govern health data in clinical care. Data as part of clinical care and data from medical research and are governed differently. While research data governance is beyond the scope of this paper, the division creates frictions between regulations and hidden costs for research.\textsuperscript{23} Separating research and clinical care data governance also adds to confusion. There is no clear division between the research and clinical aspects of treating a patient for conditions subject to research protocols. Neither treatment nor disease, and hence, data, divides so conveniently into these categories of “clinical” and “research.”\textsuperscript{24} Similarly, there is long-standing difficulty in distinguishing between public health practice and public health research, especially as it applies to individual data privacy and use.\textsuperscript{25} These distinctions are expected to overlap in the environment enabled by health information technology.\textsuperscript{26} Hence, the Institute of

\begin{footnotesize}
\begin{itemize}
\item \textsuperscript{23} Jane R. Bambauer, Is Data Speech?, 66 STANFORD LAW REVIEW 57 pp. 96, 114 (2014).
\item \textsuperscript{24} Bonnie Kaplan, et al., Data Governance Dilemmas for Research and Clinical Care (American Medical Informatics Association ed., Annual Symposium Proceedings 2014).
\item \textsuperscript{25} Barbara J. Evans, Much Ado About Data Ownership, 25 HARVARD JOURNAL OF LAW & TECHNOLOGY 70(2011).
\item \textsuperscript{26} Melissa M. Goldstein, Health Information Technology and the Idea of Informed Consent, 38 JOURNAL OF LAW, MEDICINE AND ETHICS 27, p. 34 (2010).
\end{itemize}
\end{footnotesize}
Medicine has called for revising privacy rules to better enable research based on clinical data.\(^{27}\)

\[A. \text{ The Health Insurance Portability and Accountability Act (HIPAA)}\]

The Health Insurance Portability and Accountability Act (HIPAA) of 1996 is widely believed to protect patient privacy. The HIPAA Privacy Rule set national standards for the first time that specified who is covered, what information is protected, and how protected health information can be used and disclosed.\(^{28}\) According to the Department of Health and Human Services, the law is intended to protect individuals’ health information while providing for sharing that information to ensure quality care. Examining HIPAA highlights a need to revisit this sort of legislation.\(^{29}\)

Contrary to a common public perception that current laws and regulation protect health information privacy, HIPAA anecdotally is well-known among health care professionals to have little such privacy effect, and patients experience health care workers’ creative variety in interpreting HIPAA requirements. Consensus in the health care industry is that HIPAA has not been rigorously enforced.\(^{30}\) The result: people who need the information cannot get it,\(^ {31}\) and others have access without patients’ knowledge.

The Institute of Medicine's Committee on Health Research and the Privacy of Health Information concluded “that the HIPAA Privacy Rule does not protect privacy as well as


\(^{29}\) Kaplan, CAMBRIDGE QUARTERLY OF HEALTHCARE ETHICS, (in press).


it should, … impedes important health research, … [and that] organizations that collect and use health data vary greatly in how they interpret and follow the rule, and the rule does not apply uniformly to all health research.” Consequently, their 2009 report makes the case for new approaches for research data. The same, of course, applies to clinical data.

HIPAA governs what is involved in de-identification, reuse, and consent or authorization, and what responsibilities are required of different organizations and agencies. De-identifying data is a key part of HIPAA protection, yet de-identification, on which both the EU and US privacy protection is based, is increasingly untenable for this purpose. The HIPAA Privacy Rule also requires that the minimum amount of data needed be collected or disclosed, and that organizations develop means to determine what that minimum is. It also introduced the idea of individual consent, but constrains it to “as appropriate.” There are special considerations and privacy expectations where minors are concerned.

With the exceptions and complexity, patients, and even clinicians, may have little idea of what becomes of patient data, or just what HIPAA covers and what it does not. Lack of legal accountability for unauthorized re-identification and poor public transparency about de-identified data uses feed the public’s privacy concerns.

---


1. Legal Framework

Traditionally, doctor-patient confidentiality protected patient privacy. It was part of the original Hippocratic Oath, and further developed in the common law tort system, allowing for flexibility in interpretation on a case-by-case basis and for overriding in the public interest. HIPAA, instead, takes a rule-based approach and attempts to anticipate disclosures needed for public policy and set rigid restrictions on other disclosures. It is based on Fair Information Practices (FIPs). FIPs also are the foundation for privacy laws and related policies in the European Union and in other countries, including Australia and New Zealand. The FIPs are meant to maintain the same level of privacy when using information technology as when not. The 2008 Nationwide Privacy and Security Framework for Electronic Exchange of Individually Identifiable Health Information, published by the US Department of Health and Human Services embodies many of the Organisation for Economic Cooperation and Development’s FIPs, but it elevated individual choice and consent to a principle and gave greater emphasis to accountability and breach reporting. This Framework, however, is not meant for

---

37 The original oath includes: “What I may see or hear in the course of the treatment or even outside of the treatment in regard to the life of men, which on no account one must spread abroad, I will keep to myself, holding such things shameful to be spoken about.” This was changed in the modern version to be: “I will respect the privacy of my patients, for their problems are not disclosed to me that the world may know.” [http://www.pbs.org/wgbh/nova/body/hippocratic-oath-today.html](http://www.pbs.org/wgbh/nova/body/hippocratic-oath-today.html), (last visited February 3, 2013; Bambauer, STANFORD LAW REVIEW, p. 114 (2014).
38 Goldstein, JOURNAL OF LAW, MEDICINE AND ETHICS, p. 28 (2010); Bambauer, STANFORD LAW REVIEW, p. 114 (2014).
individuals with respect to their own individually identifiable information, but applies to health care-related individuals and organizations exchanging personally identifiable information.\textsuperscript{43} Even so, the FIPs are broadly applicable. They inform other US and international privacy law, have been adapted by other agencies, and can serve as a good check-list to holistically assess privacy.\textsuperscript{44}

2. \textit{De-Identification}

Health and medical data is needed for research, public health, monitoring adverse reactions and safety of new pharmaceuticals and devices, and biosurveillance for tracking disease trends and possible bioterrorism. Most, but not all, of these purposes can be served by de-identified (data that has information that could identify an individual removed) aggregated data.

HIPAA specifies methods for de-identifying data to protect privacy. The most widely used de-identification method is to strip data of a pre-defined set of “identifiers” thought to indicate which individual is connected to that data. The standards have long been controversial and various organizations and task forces have issued recommendations for change.\textsuperscript{45} The list of identifiers enumerated in the HIPAA Privacy

\textsuperscript{44} Koontz, What Is Privacy? 2013.; The principles cover individual access, correction, and choice; openness and transparency; limitation on collection, use, and disclosure; data quality and integrity; safeguards; accountability, according to United States Government, Nationwide Privacy and Security Framework for Electronic Exchange of Individually Identifiable Health Information pp. 6-10 2008.
\textsuperscript{45} McGraw, JAMIA (JOURNAL OF THE AMERICAN MEDICAL INFORMATICS ASSOCIATION), (2013) reports on a 2011 workshop of stakeholders convened by The Center for Democracy & Technology to explore policy ideas for HIPAA de-identification. INSTITUTE OF MEDICINE, Beyond the HIPAA Privacy Rule: Enhancing Privacy, Improving Health Through Research. 2009.
Rule is based on the assumption that other data in a health record will not contribute to re-identification, even though it may when combined with rich outside information.\footnote{46 Ohm, UCLA LAW REVIEW, pp. 1738,1740 (2010).}

Current de-identification methods are problematic. It is not clear that even stripping identifiers, as mandated by HIPAA, is sufficient to protect individual data or prevent uses individuals may experience as privacy violations or misuse of their data.\footnote{47 Kaplan, CAMBRIDGE QUARTERLY OF HEALTHCARE ETHICS, (in press).}


These concerns are increasing, even though recent studies indicate that there is not as much chance of re-identification of properly de-identified data as feared.\footnote{49 McGraw, JAMIA (JOURNAL OF THE AMERICAN MEDICAL INFORMATICS ASSOCIATION), (2013).}

Nevertheless, the new computer science specialty of re-identification science casts doubt on how effective de-identification is and requires reconsidering it as a basis for privacy protection law. Both US federal privacy statutes and the EU Data Protection Directive rely on de-identification for privacy protection. As Paul Ohm points out:

\begin{quote}
In addition to HIPAA and the EU Data Protection Directive, almost every single privacy statute and regulation ever written in the U.S. and the EU embraces—implicitly or explicitly, pervasively or only incidentally—the assumption that anonymization protects privacy, most often by extending safe harbors from penalty to those who anonymize their data.\footnote{50 Ohm, UCLA LAW REVIEW, p. 1740 (2010).} (emphasis added)
\end{quote}
He argues that it no longer is sufficient to view whether particular data fields are identifiable. Technological developments and re-identification science techniques that combine previously separate databases undermine this assumption, making HIPAA insufficient and the EU Data Protection Directive overbroad because “any element can be identifying in combination with others;” re-identification will win out in the race with de-identification.\(^{51}\)

Regardless, once de-identified, HIPAA regulation no longer applies;\(^{52}\) the data can be used for multiple purposes, including combining it with other data that may enable individuals to be identified. De-identification, too, applies only to patients, not to providers. Provider data is not privacy protected.\(^{53}\)

Further, data sometimes needs to be identified, as, for example, when combining medical records for one individual treated in different locations, or to monitor dispensing of controlled substances to particular individuals. Meeting these different requirements without diminishing the value of both privacy and data collection is difficult.

### 3. Entities Covered and Exempt

HIPAA governs health care providers, health care plans and health insurance companies, and health care clearing houses that process health information received from other entities. However, providers like hospitals or pharmacies, are able to share identifiable information without patient authorization for treatment, billing, audit, and

---


organ donation.  Therefore, while HIPAA generally applies to disclosures that one’s health care provider may make, patients may not realize that it does not govern an employee’s disclosures of health information an employer uses to administer sick leave, workers’ compensation, wellness programs, or health insurance. These are not protected. Also, HIPAA regulates only “covered entities” and their “business associates.” Life and disability insurance companies, health-related web sites, social media, people who do blood pressure or other screenings at public places, welfare agencies, and mobile phone apps are among the entities not covered by HIPAA. New and emerging organizations and actors are not enumerated in HIPAA, so not covered. HIPAA is based on the presumption that data is exchanged between one provider and another, between patient and one clinician, or among two parties to a contract; it is not well-suited to team-based care or distributed data-sharing networks.

---

requirements are confusing, and clinicians may not be willing to share patient information for treatment, payment, and operations without patient authorization, though allowed by HIPAA.  

Neither government agencies, like the Centers for Medicare and Medicaid Services (CMS), nor state agencies are required to de-identify data. States may sell large volumes of hospital discharge data. Consequently, they collect and may provide identifiable data to those with a clear interest in not protecting privacy, albeit, as required by HIPAA, there is an understanding that they will do so. Secondary use of this data is common.

4. Secondary Use

“Secondary use” refers to taking advantage of existing data for purposes other than why it was collected. HIPAA permits secondary uses of data for research, public health, law enforcement, judicial proceedings, and other “public interest and benefit activities,” without individual authorization. For example, the Food and Drug Administration launched the Sentinel Initiative in 2008 to “complement existing systems that the Agency has in place to track reports of adverse events linked to the use of its regulated products” by accessing data routinely collected in electronic health record systems, administrative and insurance claims databases, and registries, “within pre-established privacy and security safeguards.” These safeguards include eliminating direct identifiers “whenever possible” [emphasis added].

60 See section on “Permitted Uses and Disclosures.”
HIPAA thus allows disclosure for public health purposes. The usual consent and authorization processes also are not necessary for judicial or law enforcement purposes. HIPAA does not protect medical records from the National Security Agency and other intelligence activities.62

5. Research

Different de-identification requirements govern secondary use for research. Patients are supposed to give or withhold permission for their health records to be used for research, and researchers are supposed to strip what HIPAA specifies as identifying information when aggregating such data for analysis. Nevertheless, patients may not be asked their preferences about research uses of their data, especially if their permission is not required. Consent, therefore, becomes an issue.

HIPAA does not require patient consent to use de-identified patient information. In general, this also applies to research uses. However, de-identification is not required for research if an Institutional Review Board authorizes a waiver. Data collected specifically as part of research projects is governed by other laws which can be difficult to reconcile with HIPAA.63
The Privacy Rule distinguishes between informed consent, as required for human subject research, and patient authorization of disclosure of protected health information for research purposes. Differences and compatibilities between “consent” and “authorization” can be opaque to patients, especially when different agencies and organizations use these terms differently, and clinicians may find it difficult to divide clearly data related to care and to research. Confounding of “care” and “research” also is exacerbated by the movement towards a continually learning health care system, in which data from electronic patient records is analyzed as research data useful to improve quality of healthcare. Privacy advocates, researchers, and public health officials thus may disagree about appropriate data uses. In the UK, for example, the National Health Service (NHS) has a mass database of citizens’ health information. Together with a Wellcome Trust-lead coalition of leading medical research organizations, they oppose the EU’s move towards greater health data protection that would make it illegal. The database could be tremendously useful for public health, outcomes research, and patient safety. The care.data database was created, according to NHS England to improve NHS services and to “drive economic growth by making England the default location for

65 Goldstein, JOURNAL OF LAW, MEDICINE AND ETHICS, p. 31 (2010).
world-class health services research." The database also provokes privacy concerns, which delayed plans to include, for the first time, records from primary care practices. Insurers, pharmaceutical companies, and other private commercial enterprises will receive “pseudoanonymized” records that the NHS claims “will not contain information that identifies you,” but that instead include NHS numbers, date of birth, postcode, ethnicity and gender. Individuals can opt-out of the new care.data program, but other rules allow greater third-party access to other NHS databases.

Exacerbating the lack of clarity is that law may require protecting some data and disclosing other data. Federal and state regulation imposes more stringent protection than required by HIPAA for some sensitive data. Federal regulation requires consent to disclose substance and alcohol abuse information collected by federally assisted alcohol and drug abuse programs, and some states also require consent to disclose HIV/AIDS and mental health information. On the other hand, identifiable data is required for vital statistics (such as births, deaths, and causes of death), controlled substance prescriptions, tumor registries, and reports of animal bites (because of the threat of rabies), gun shot

---
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wounds, drunk driving, and sexually transmitted diseases. Individuals may be required by law to disclose personal health information for such purposes as attending school or obtaining licenses for marriage, gun purchases, and driving. The public generally is not aware of what becomes of this data or to what uses it may be put.

B. The Health Information Technology for Economic and Clinical Health (HITECH) Act

A subsequent law, The Health Information Technology for Economic and Clinical Health, or HITECH, Act of 2009, part of the American Recovery and Reinvestment Act of 2009 (ARRA), affects health data privacy as well. It mandated, first incentives, and later penalties, to promote electronic medical record adoption by clinicians and organizations treating Medicare patients. Not surprisingly, electronic health and medical records are becoming more common, as are their benefits and risks.

Sharing individual patient data among everyone involved in that patient’s care is one of the many benefits of electronic medical record (EMR) adoption. Vendors of these systems are understood to be business associates of covered entities under HIPAA.\footnote{Levya & Levya, HITECH Act Summary.} The law did not require that funded systems be interoperable so as to enable interconnecting of records for an individual patient. However, a provision for exceptions to restrictions on remuneration for health data lays groundwork that can create incentives to facilitate commercial data sharing for research and for public health.\footnote{Evans, Harvard Journal of Law & Technology, pp. 108-109 (2011).}

The law also mandated electronic prescribing and the development of state Health Information Exchanges (HIE), ultimately intended to be linked into a national health...
information network (NHIN) so that each person's medical data and history theoretically will be available at the point of care when needed, as well as for research and biosurveillance. ONC recognizes that HIEs create an environment that HIPAA was not meant to address. The 2008 ONC National Privacy and Security Framework was intended to address this by articulating clear uniform principles for a consistent approach to privacy and security.  

States need approval for their HIE plans in order to receive funding from ONC. These plans include policy on data sharing, data privacy, data access privileges, and similar concerns. As with HIPAA, HIE policies are difficult to unravel; determining what is protected data and what is not is a challenge, as is finding a state’s policy clearly articulated in one easily accessible document. The Health Information Security and Privacy Collaboration (HISPC), established in 2006 by the Department of Health and Human Services, completed the last of its phases in 2008. HISPC highlighted different state policies and developed toolkits for harmonizing them.

The need for simplicity remains. HIE policies differ by state. However, all reflect the growing consensus in the US and abroad that patients should decide when and with whom to share health data. In some states, patients may opt in and in other states, they may opt out; some states have a hybrid model and some allow the partners involved to determine their own consent model; some states require permission for sharing some

---

data but not other data; while some do not require patient consent to be part of the HIE at all. A health care provider who accesses patient information from another state must adhere to the disclosure requirements of that state.\textsuperscript{78} This can make it especially confusing for patients and clinicians near state borders, or patients who seek healthcare out-of-state. Data concerning a patient who is treated at a military, veterans, Indian Health Service, or county hospital and also treated at a non-government facility; or a patient treated in a foreign facility and also treated domestically; are subject to a multiplicity of policies. State policies govern only data in the HIE and do not necessarily concern patient permissions for sharing data within a clinical practice or hospital network, or permission to create electronic medical records.\textsuperscript{79}

These different laws and policies may conflict and certainly confound; the multiplicity creates complexity and lack of transparency for both patients and providers.\textsuperscript{80} Consequently, the US Department of Health and Human Services established the Health Information Security and Privacy Collaborative (HISPC) in 2006 to address the complex legalities of patient data privacy and harmonizing HIE data privacy regulation. HISPC divided their work into three phases, the first two of which involved summarizing the


\textsuperscript{79} Goldstein, \textit{JOURNAL OF LAW, MEDICINE AND ETHICS}, pp. 31-32 (2010).

legal landscape. Their final report, issued 2009, included tools summarizing data release
requirements in different states and recommendations for standardized consent options.
The HISPC website links to these reports and also to information for patients and families
on privacy protection.\textsuperscript{81} Whether patients and families know about this resource, or
would find it adequately describes risks and benefits of data sharing, is an open
question.\textsuperscript{82} That clinicians and patients needed it at all suggests how opaque and
inaccessible the information is.

\textbf{C. Patient Protection and Affordable Care Act (ACA)}

Despite considerable discussion of the Patient Protection and Affordable Care Act
(ACA) of 2009, which mandates everyone have medical insurance or face tax penalties,\textsuperscript{83}
few are aware of the potential privacy risks in this law. To make insurance more readily
available, Health Insurance Exchanges (HIX) (now also known as Health Insurance
Marketplace) in participating states help insure those with limited income. The HIX
Program includes state agencies administering Medicaid, Children’s Health Insurance
Program (CHIP) and the Basic Health Plan (BHP).

\textsuperscript{81} Goldstein, \textit{Journal of Law, Medicine and Ethics}, p. 28 (2010); United States Government, Health
Information Security & Privacy Collaboration (HISPC).
\textsuperscript{82} For example, Jeanne McGee & Mark Evers, \textit{Oregon HISPC Consumer Engagement Project,” Oregon
Health Information Security and Privacy Collaborative (HISPC) (October, 2007), available at
http://www.oregon.gov/oha/OHPR/hispc/docs/or_20hiconsumerengagementprojectfinalreportspc_20consumer_20project_20rpt_202007.pdf
(last visited January 22, 2014) reports “People knew very little about the
multiple ways in which their health information is now being stored and routinely shared, sometimes with
their knowledge and permission and sometimes not.” Ann F. Chou & Robn Green, Interstate Disclosure
and Patient Consent Requirements: HISPC and Advancing E-Health (Health Information Security and
Privacy Collaboration (HISPC) ed., National Conference March 5, 2009) available at
and security laws” as a “barrier” to HIEs.
No matter how people enroll, all applications ultimately go through a federal Data Services Hub that connects federal, state, and private data bases to determine eligibility. Eligibility depends on citizenship or immigration, residence, income, and incarceration status.\textsuperscript{84} The Centers for Medicare and Medicaid Services (CMS) Data Services Hub involves data sharing agreements with the Internal Revenue Service (IRS), Social Security Administration (SSA), Department of Homeland Security (DHS), Department of Veterans Affairs (VA), Department of Defense (DoD), Peace Corps, and Office of Personnel Management (OPM) to validate eligibility for benefits.\textsuperscript{85} Employment and income information is verified against IRS and SSA data.

The hub is hosted by the cloud service of Terremark Federal Group, a wholly-owned subsidiary of Verizon Communications Inc. In order to get more current information, verification will be supplemented by real-time, “instant” information about applicant’s income supplied by another private service, Equifax Workforce Solutions, a wholly owned subsidiary of the credit bureau Equifax, Inc. Equifax data indicates whether the applicant has employer-sponsored coverage. Meanwhile, states with insurance exchanges are planning access to similar data using other private services in case of shutdowns in the federal/Equifax service. Provider and employer information is not protected. Employers are being pitched Equifax products and services.\textsuperscript{86}

\textsuperscript{84} United States Government, Who's Eligible to Use the Marketplace.
The Data Services Hub will contain identifiable information about employers who want to provide insurance coverage for qualified employees through a Small Business Health Options Program (SHOP), and officers, and employees or contractors of the Exchange, CMS, and various organizations, agencies, and individuals involved with recruitment and enrollment.\textsuperscript{87} Lack of transparency about the Data Services Hub creates suspicion; IRS linkages to individually identifiable medical data leads to concerns related to potentially targeting citizens for political reasons.\textsuperscript{88} Intelligence services and law enforcement agencies, too, may well be interested in health data for foreigners being treated in the US, for US citizens being treated out of country, for telehealth services across national boundaries, and for other transmission of health or medical data as part of the widespread collection of telephone and internet records.\textsuperscript{89} CMS already has a sophisticated data matching procedure for detecting fraud,\textsuperscript{90} raising questions of why all the other agencies’ data is needed again.

### III. NEW TECHNOLOGIES, NEW RISKS, NEW SOLUTIONS

As new technologies develop, so do accompanying risks. But new technological developments also have potential for new approaches to risk mitigation. Big data is an example of each of these possibilities. More and more collection and aggregation of medical record information, together with growing sophistication of data storage and data


\textsuperscript{88} Adrian Gropper, The Federal Health Data Services Hub Hubbub.; Gottlieb, FORBES. May 15, 2013


\textsuperscript{90} Pasquale, MARYLAND LAW REVIEW, (2013).
analysis techniques, provide new opportunities for privacy violation and for privacy protection. Data sets that were meant to be kept apart now easily are combined and used for re-identifying individuals even if the original data was stripped of identifiers.\textsuperscript{91} For other new technologies, it may be too soon to predict what threats and protections they portend. Considering technological protections illuminates tensions that they are intended to address. Technological approaches may enhance or obviate the need for legal tools that address these tensions, or point towards a combination of technological and legal remedies that both protect privacy and achieve other significant goals.

\textit{A. Big Data and Health Records}

The mandated implementation of electronic medical records involves collecting data on a scale that is qualitatively different from paper records. This makes possible many potential beneficent uses of the data. Data sharing among health care providers, for research purposes, and for patient safety can improve quality of care. Increasingly sophisticated methods of data mining and analytics take advantage of large-scale data collection and aggregation, which may be distributed rather than stored in a centralized database. Data mining can help generate new knowledge. This development has led to promising research based on what has come to be called “big data.”

Simultaneously, these advances also create new opportunities for nefarious data uses, both legal and illegal. Individuals concerned about the release of their data may withhold information that could benefit their care,\textsuperscript{92} as well as skew the data on which quality improvements and research are based. Privacy risks are exacerbated by newer

\textsuperscript{91} Ohm, UCLA LAW REVIEW, (2010).
\textsuperscript{92} Petersen, et al., JAMIA (JOURNAL OF THE AMERICAN MEDICAL INFORMATICS ASSOCIATION), (2013).
technologies and the increased abilities to collect, aggregate, and mine data. On the other hand, research may be enhanced, but only if the data is sufficiently complete and reliable. Some examples follow.

1. Technological Protection: Personalized Granular Control, Strengthening De-Identification

Privacy enhancing technologies can counterbalance privacy erosions made easier by other technological advances. Just as medicine is becoming more personalized, posing threats to privacy if genomic, social, and behavioral data, as recommended by the Institute of Medicine, is included in otherwise de-identifed records, it also is becoming possible to personalize privacy protections. Sequestering specified categories of health data (known as “segmenting,” “separate management,” “e-consent”, or “sequestration”), as recommended by the National Center for Vital Health Statistics, and granular consent methods are in their infancy and face considerable obstacles. Granular control would mark each data field to indicate whether it is sequestered or individual disclosure preferences, so computer programs can control release of data accordingly. External privacy threats have been more of a focus than patient preferences, yet patients may well prefer granular level control over their data, though they and their health care provider may find it burdensome to manage their consent data.


This approach may be implemented automatically. Big data makes it possible to analyze large databases to predict someone’s preferences by identifying cohorts of individuals likely to be similarly inclined in their data protection proclivities and to personalize disclosure default, and then to disclose accordingly. These big data profiles could be used in court to personalize, for example, inheritance in the absence of a will.\(^{96}\) A similar approach could be extended to automatically release or block access to data according to a calculated preference profile, much as personalized customer recommendations are automatically generated for targeted advertising. In another approach, patients can use a patient portal to control “access keys” in a central registry. These keys, in turn, determine whether requesting organizations may obtain record information from unaffiliated facilities.\(^{97}\)

Advances in how data is stored, accessed, linked, and analyzed also can serve to protect data better. A flurry of on-going research activity is developing better methods for securely storing and transmitting data. These efforts are being supplemented with better methods of access authorization, encryption, auditing, linking records while masking identity, redacting identifying information in free-text health data, and other means of de-identifying or otherwise protecting patient identities.\(^{98}\)

2. Unique Patient Identifiers

There is no unique identifier for each patient in the US due to privacy concerns. Public outcry and federal regulations prevented HIPAA’s 1996 mandate for one from being implemented. However, the advent of electronic health records and their potential to coordinate individual care across delivery settings are motivating urgent calls for national Unique Patient Identifiers. Discussion over Unique Patient Identifiers illustrates the tensions between privacy and the many beneficial uses of patient record information. Advocates of Unique Patient Identifiers believe, as the American Health Information Management Association (AHIMA) put it, “the unique health identifier now can be addressed with technology and sound business practices underpinned by federal and state regulation.” They note that, de facto, Social Security Numbers are being used as identifiers, which is more problematic for privacy because of the direct link with financial information. Consequently, a variety of professional and governmental institutions have been working on standards and guidelines.

According to the US government’s National Committee on Vital and Health Statistics, Unique Patient identifiers would allow for positive identification of each patient so that an individual’s records over his or her lifetime could be linked. Each

---

100 Despite the original HIPAA requirement for unique identifiers, political and privacy concerns prevented the Department of Health and Human Services from developing them when Congress prohibited funding for doing so in the Omnibus Appropriations Act of 1998. See http://library.ahima.org/xpedio/groups/public/documents/ahima/bok1_049016.hcsp?dDocName=bok1_049016 (last visited September 23, 2013).
102 These efforts date at least since the 1990s, before HIPAA required implementing identifiers.
person named “John Smith” or “Jane Jones” would have a different identifier. That way, it is claimed:

Through improved access to information, the Unique Patient Identifier: a) enables the prompt delivery of care during the current encounter, b) facilitates continuity of care, c) supports quality of care, d) reduces cost of integration and e) promotes optimum use of information technology. ¹⁰³

Clinicians would be able to obtain information about a patient’s previous care, thereby preventing unnecessary duplication of procedures or potential for adverse events due to incomplete information. Patient identification could be verified more easily for insurance and other administrative purposes. Patient data could more easily be aggregated properly so that payers, researchers, policy makers, managers of health systems, and public health officials could do studies based on different cohorts and populations of patients.

Advocates in the National Center on Vital and Health Statistics argue that these identifiers would protect privacy by ensuring authorized access to each patient’s information. ¹⁰⁴ Nevertheless, many remain concerned that privacy would be compromised, even if the identifiers are cryptologically or biometrically based. People could share their identifiers, just as they now share Social Security Numbers. Identifiers could be stolen. Though use of another’s identifier would be more difficult if biometrics are used, some would not want records to follow them, even if it meant possibly


¹⁰⁴ Id.
adversely affecting their care. Regardless of technology and HIPAA requirements to remove biometric data when de-identifying records, including biometrics in patient records might make them more difficult to protect. Also, master indices linking an identifier to the individual identified cannot be 100% secure. Algorithms to match patient information with identifiers still need testing and validation in real world situations.  

For years, researchers have been proposing privacy-protecting technological alternatives to unique identifiers. One suggested non-technological compromise is for patients to choose if they want a unique patient identifier to link their records. Patients could get Voluntary Universal Healthcare Identifiers (VUHID) at low cost through their HIE, thanks to Global Patient Identifiers, Inc. (GPII), a private-sector organization established in 2008. VUHID is designed so there is no central data base, thus addressing fears of a national centralized patient data base that helped derail the National Patient Identifier. Moreover, the VUHID allows patients to control who has access to what information and who can identify the person associated with clinically sensitive information. This ability to segment data would address the problem of identifying categories of sensitive health information, as also mandated by the HITECH Act by simply having patients make their own decisions about it. However, having some data

105 Hosek & Straus, RAND HEALTH QUARTERLY, (Summer, 2013).
106 Peter Szolovits & Isaac Kohane, Against Simple University Health-care Identifiers, 1 JAMIA (JOURNAL OF THE AMERICAN MEDICAL INFORMATICS ASSOCIATION) 316(July/August, 1993).
109 The HITECH Act directed the Health Information Technology Policy Committee (HITPC, an advisory committee to the Office of the National Coordinator for Health Information Technology) to make these recommendations, and the NCVHS, too, provided initial definitions of categories of sensitive information Justine N. Carr for the National Committee on Vital and Health Statistics, Recommendations Regarding Sensitive Health Information: Letter to the Honorable Kathleen Sibelius, Secretary, Department of Health and Human Services(November 10, 2010), available at http://www.ncvhs.hhs.gov/101110lt.pdf (last
present and some not could lead to questions of data integrity and completeness.
Clinicians and researchers may well question whether significant data is missing.

B. Technologies Other than Medical Records

The growing use of new electronic devices for collecting, storing, and transmitting data related to health care lead to increased privacy risks. Even before confirmation that internet and telephone traffic is monitored and the data collected by government agencies such as the National Security Administration (NSA),\textsuperscript{110} it was apparent that data transmission is vulnerable. Many health-related applications for smart phones are available commercially, via health care providers, or as part of research projects. As more people get implantable devices (such as pace makers) with radiofrequency identification (RFID) chips that transmit and receive data, this too, presents possibilities for privacy violations, or more alarming, remote tampering with settings on such devices. The UK is undertaking a trial of swallowable transmitters that are embedded in pills. They will monitor whether patients take their medicines and their effects on patients physical activity, heart rate and other health measures. Patients, their doctors, and their relatives can monitor the information using their smartphones or other apps. These kinds of new technologies can help save billions by helping patients remember to take their medicines, helping doctors monitor treatment effectiveness, and reassuring relatives.\textsuperscript{111}

\textsuperscript{110} Greenwald, GUARDIAN WEEKLY, 2013.
They also can pose frightening privacy and autonomy threats.\textsuperscript{112} Data transmitted by medical and hospital devices, and by implantable or wearable technologies are vulnerable to surveillance,\textsuperscript{113} malware, and hacking.\textsuperscript{114} Aging in place projects involve home sensors that monitor individual movement, food use and consumption, etc., while home monitoring equipment sends vital signs and other health information to remote locations. These technologies track information that many consider private.\textsuperscript{115} Telehealth consultations, some to services in foreign countries (such as teleradiology or telecardiology services between the US and, for example, India), electronic mail and other messaging between clinicians and patients, even e-ICU set-ups in which images and data from intensive care units are transmitted to a central location for monitoring by clinical specialists, involve use of services that could be hacked, bugged, or swept up in broad-based collection of telephone and internet traffic.

Additional concerns surround the growing use of personal health records or computer-based disease management records maintained by insurance companies, employers, or private services. Regardless of individual intent, or even knowledge, that data \textit{is} made available to others, people willingly enter data they may or may not wish to make available to unknown others at popular web sites such as PatientsLikeMe, or

\begin{enumerate}
\item Qmed Staff, HIPAA vs. The NSA: Who Wins When Medical Devices Are Concerned? August 26, 2013.
\end{enumerate}
23andme, where personally identifiable health, illness, and genetic information is stored and shared. One innovative approach for data sharing with attention to privacy preferences is the new international Open Humans Network, which “attempts to break down health data silos through an online portal that will connect participants willing to share data about themselves publicly with researchers who are interested in using that public data and contributing their analyses and insight to it.” People also share such information via personal health records (which may be provided by health care organizations, insurers, or commercial vendors), blogs, on-line support groups, listservs, tweets, etc. Public health trends can be detected by data mining information from such activities, including e-mail, Facebook and Twitter.

Neither some e-mail services nor data entered into sites such as PatientsLikeMe or Facebook is private, but may be sold to pharmaceutical and other companies. Data from these kinds of sources and from devices also is being incorporated into patient records, sometimes supplied by the patient, but sometimes without the patient’s knowledge, and without clarity over who owns the data.

With increasing sophistication of biometric identification, such as identifying individuals from photographs and tagging them with location data, privacy may be even

---

116 Some individuals bring their 23&me reports to their physicians to discuss prophylactic treatment. Consequently, their genomic information may be added to their records.


more compromised. Such data can be collected by government agencies and private companies. Some electronic record systems include patients’ photographs and projects are under way to link virtual reality and Google Glass capabilities with electronic health records.\textsuperscript{121} The push to include genomic data in electronic medical records raises additional concerns.\textsuperscript{122} As of 2012, the Department of Health and Human Services, had not clarified whether genetic or genomic information falls under one of the HIPAA identifiers.\textsuperscript{123} Already, genomic data, when combined with other metadata, has been used to identify surnames,\textsuperscript{124} raising the usual problem of balancing vs individual good.\textsuperscript{125} Pilot projects funded by the National Human Genome Research Institute (NHGRI)\textsuperscript{126} and the Eunice Kennedy Shriver National Institute of Child Health and Human Development (NICHD)\textsuperscript{127} investigate genome sequencing for screening newborns and how to incorporate genomic data into official medical records, such projects make it questionable whether stripping other identifiers is sufficient. Despite targeted legislative mandates, as numerous recommendations make clear, further policy is needed concerning what genomic information should be release to whom, and what should become part of

\begin{footnotesize}
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\item Id. at, pp. 62-63.
\end{enumerate}
\end{footnotesize}
medical and biobanking records, whether results are obtained from individual clinical or commercial testing, part of a research project, or in other ways. Although the proposal has not received as much attention, the Institute of Medicine’s recommendation that electronic records include behavioral and social data believed to be determinants of health will contribute to compromising privacy.

IV. LEGAL REMEDIES and BALANCING VALUES

This section discusses how data ownership, informed consent, and free speech relate to health data privacy. Each is one way to address health privacy issues, yet none of these approaches is adequate by itself. Divergent analyses and recommendations highlight how complex the issue is.

A. Aggregating and Selling Data

As discussed, big data analytics are valuable for business, public health, and research. Provider data and de-identified patient data can be sold without requiring individual permission. A recent Supreme Court case upheld selling prescription data on free speech grounds. In Sorrell v IMS Health Inc., et al., decided June 23, 2011, the Court struck down a Vermont law that restricted selling identifiable prescriber data for use in marketing prescription drugs. Vermont made this restriction, in part, to protect

---

132 Patricia Sanchez Abril, Selling Privacy, in BEYOND INTELLECTUAL PROPERTY: THE FUTURE OF PRIVACY (Shlomit Yanisky-Ravid ed. this volume).
privacy and physician confidentiality, but the Court did not consider potential privacy threats to prescribers sufficient to uphold the law, nor did they consider privacy threats to patients because the data ultimately is HIPAA de-identified. The case illustrates how various legal doctrines may conflict. It was framed as a free speech First Amendment issue rather than one of privacy. Nevertheless, the United Kingdom’s Court of Appeal reached a similar conclusion on privacy grounds in *R v. Department of Health, Ex Parte Source Informatics Ltd*. The Court considered that selling de-identified prescription data for pharmaceutical marketing did not violate pharmacists’ duty to confidentiality because the data was de-identified. 134 Both the *Source* and *Sorrell* decisions are problematic on privacy and other ethical grounds. 135

1. *Data Aggregators: Privacy Risks vs Data Value*

Companies, government agencies, and professional organizations specialize in data aggregation and analytics. The data is used for research, public health, health insurance, administering health care organizations and meeting regulatory requirements, professionals. Concerns about communications to patients encouraging them to purchase or use a healthcare-related product or service led Congress to expand limitations on the sale of medical information to third parties for marketing purposes. 136, 137

---


135 Kaplan, CAMBRIDGE QUARTERLY OF HEALTHCARE ETHICS, (in press); Kaplan, CAMBRIDGE QUARTERLY OF HEALTHCARE ETHICS, (in review).


Anonymity can make data useless.\textsuperscript{138} Data is far more valuable when it can be linked to other data about the same person. It is unclear whether data aggregators receive patient-identifiable data.\textsuperscript{139, 140} Even if they do,\textsuperscript{141} or if they strip the identifiers as HIPAA requires, data aggregators add a unique patient ID that enables patient tracking over time and, some have argued, could be used to link this data with data in public records (including hospital discharge databases) and commercial databases to re-identify patients,\textsuperscript{142} especially in sparsely populated rural areas.\textsuperscript{143}

Data brokers obtain, share, and sell information on nearly every consumer in the US. The provide a valuable service in collecting, cleaning, aggregating, and storing data,

\textsuperscript{138} Ohm, UCLA Law Review, p. 1752 (2010).
\textsuperscript{139} Gordon Atherley, The Public-Private Partnership Between IMS Health and the Canada Pension Plan, Fraser Forum 2011.
\textsuperscript{141} IMS Health makes clear on their web site that they work with identified patient data, but that they will obtain patient permission and use the data only for the purposes for which it was collected. Further, they state that they “employ a combination of privacy, compliance, legal and other resources, together with a combination of technical, physical and administrative safeguards, to ensure that privacy and data protection are core competencies.”
\textsuperscript{142} Joint Appendix, Volume 1 at 155, William H. Sorrell et al. v. IMS Health Inc. et al., 2010 U.S. Briefs 779 (2nd Cir. 2011) (No. 10-779).
\textsuperscript{143} Brief for the New England Journal of Medicine, the Massachusetts Medical Society, the National Physicians Alliance, and the American Medical Students Association as Amici Curiae Supporting Petitioners, William H. Sorrell v. IMS Health, Inc. et al., 2010 U.S. Briefs 779 (No. 10-779), 2011 U.S. S. Ct. Briefs LEXIS 299.
and in combining it in ways that make it more valuable than the separate records and
databases involved. The combination, too, is more revealing, as even seemingly
innocuous data may threaten privacy when used in a new context or linked to other data.
Nevertheless, they operate with what the Federal Trade Commission calls “a fundamental

Data aggregators get data from multiple extensive online and offline sources,
including health data. The Centers for Medicare and Medicaid Services (CMS) for
example, sell patient data. Though their data use agreements prohibit individual
identification, the data CMS provides is not de-identified as to patient or provider.\footnote{Department of Health and Human Services United States Government, Centers for Medicare \\& Medicaid Services, \textit{Agreement for Use of Centers for Medicare \\& Medicaid Services (CMS) Data Containing Unique Identifiers, Form CMS-R-0235, OMB No. 0938-0734}, available at http://www.cms.gov/Medicare/CMS-Forms/CMS-Forms/downloads/cms-r-0235.pdf, (last visited September 13, 2013).}

They collect and release data for Medicare beneficiaries for each inpatient stay at all US
hospitals during each calendar year, including information on diagnosis, procedure,
charge, payment, provider and patient for the claim. State public health agencies have

Though de-identified, it can be relinked to individuals using public information.\footnote{Jordan Roberston, \textit{States’ Hospital Data for Sale Puts Privacy in Jeopardy}(2013), available at http://www.healthleadersmedia.com/content/QUA-292963/States-hospital-data-for-sale-puts-privacy-in-jeopardy (last visited June 14, 2013).}

Arizona, California, Florida, Illinois, Maryland, Massachusetts, New Jersey, New York,
Pennsylvania, Tennessee, Texas, and Washington sell medical records that can be used to
link a person’s identity to medical conditions via public information. Arizona, New York, New Jersey, Tennessee, and Washington records include some combination of age, zip codes and admission and discharge dates, making the data particularly vulnerable to re-identification.

Many US organizations can use and legally sell health information, some for purposes patients and clinicians would not anticipate. Aggregators purchase and combine data from the states as well as from pharmacies. Credit reporting agencies were the most frequent buyers of multi-state health profiles, but IMS Health, Inc. also purchases data from the states. This public-private data linking was even more evident when the Canadian Pension Plan Investment Board and TPG Capital purchased IMS Health in 2010. IMS Health owns of one of the world’s deepest pools of medical information. It has prescription-drug dossiers on 260 million people; about 85% of its revenues come from reselling this data to pharmaceutical companies for designing drug sales pitches. As noted above, the company has gone to court to protect its business. Services such as the RPC Health Data Store create and sell a data dictionary which lists and describes the data elements and the file layout, as well as “custom reports, graphs and maps using this data file and combining it with other health care and demographic files.”

Clinician privacy also is not protected. Just as IMS sells individually identified prescriber data, the American Medical Association\textsuperscript{155} and health information exchanges (HIEs)\textsuperscript{156} and CMS sell provider data.\textsuperscript{157} Insurance companies or health information technology vendors might aggregate and sell provider-identified data on performance and quality measures, number of procedures performed, meaningful use criteria, data security breaches, etc. It is easier to link (even de-identified) patient data to clinician data if identifiable clinician data is readily available.

If such sales were restricted, some fear, the data would not be collected at all, which could compromise research and new drug development.\textsuperscript{158} Others note that stripping identifiers such as age, zip code, and hospitalization dates, as required of non-state actors, would make it useless for epidemiological tracking.\textsuperscript{159}

\textbf{B. Data Ownership}

Property rights in information are evolving as compilations of facts are being recognized as proprietary information.\textsuperscript{160} Data aggregation and dissemination is becoming increasingly valuable, and increasingly protected through case law and contract as property rights in information expand.\textsuperscript{161}

Selling patient data raise the question of who owns and controls that data.

Patients, after all, lose control over their pharmacy data once they fill a prescription or

\textsuperscript{157} United States Government, Agreement for Use of Centers for Medicare & Medicaid Services (CMS) Data Containing Unique Identifiers, Form CMS-R-0235, OMB No. 0938-0734.
\textsuperscript{159} Roberston, States’ Hospital Data for Sale Puts Privacy in Jeopardy. 2013.
\textsuperscript{160} Abril, Selling Privacy. this volume.
provide information to various web sites and insurance companies. They lose control
over medical information generated in the course of treatment once it is recorded in a
medical record. Clarity is needed over what health data can be owned, who can own
what data, and what may be done with it. As Renée Marlin-Bennett argues in connecting
intellectual property and privacy rights:
Rules, again often in the form of laws, establish the conditions under which an individual can control that flow of personal information. If I cannot stop information about myself from being transmitted against my will, my privacy has been breached.\textsuperscript{162}

It generally is considered that clinicians and insurers own the tangible form of a patient record. Patients own the data itself, but not the record; they have rights of privacy and access, and may obtain copies of their records if they pay “reasonable, cost-based” fees,\textsuperscript{163} but cannot destroy or claim sole possession of the record, as they might with objects they own. This was more clear when records were kept on paper, but the advent of electronic records makes ownership confusing to both patients and clinicians.\textsuperscript{164} Ownership will become even more muddled as data from medical devices, personal health records, social networking, home monitors, sensors, and other patient generated data gets incorporated into patient records. Who owns that data is debatable.\textsuperscript{165}

\begin{itemize}
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\item \textsuperscript{164} Hall & Schulman, JAMA, (2009).
\item \textsuperscript{165} Moore & Tholemeier, Whose Data Is It Anyway? November 20, 2013.
\end{itemize}
Medical records are property, but medical information is not. The distinction between owning data and owning the tangible vessel in which data is kept is lost on most people. Such distinctions are even more murky when data about a patient may be stored in multiple archives that can be linked through a distributed architecture that involves the patient, the care provider, the organization where care is provided, and services to store, link data, and aggregate data. Who, and under what circumstances, should coordinate and determine whether and how data may be tapped for individual or public benefit?

Organizations and HIEs, too, need consider ownership and rights to records. Some propose that healthcare organizations not sell data without patient consent, and only after reviewing the ethics of how that data will be used. This approach also suggests a similar review of HIPAA-allowed secondary data uses for compatibility with the organization’s goals and its ethical principles.

Law and common ethical practice prevent conveying medical information without a patient’s permission, but legally, nothing prevents selling or transferring rights to records. Health care providers and organizations, where patient data necessarily is first obtained, act as the data (as opposed to the record) is their private property and often sell it. Contractual agreements governing data ownership and sale are made easier when records are electronic. Computer or software vendors, trusted intermediaries, or newly

---

created organizations theoretically can bundle and sell rights and data.\textsuperscript{171} Well-known electronic health record vendors have sold de-identified copies of their patient databases to pharmaceutical companies, medical device makers, and health services researchers.\textsuperscript{172} Patient data is becoming the private property of commercial interests.\textsuperscript{173} Contracts between health care organizations and electronic record vendors specify that the patient data becomes the vendor’s property. This is an unusual arrangement; businesses and financial institutions do not give up their data to their software vendors.\textsuperscript{174} Some indicate that once the relationship ends, patient data will be destroyed or returned “if feasible” but also can continue to be aggregated and shared by the vendor with others.\textsuperscript{175} It is not clear from vendor web sites where or how data they sell was obtained or to what purpose it might be put. For example,\textsuperscript{176} Fair Isaac Corporation, which provides the FICO® Score,
“the standard measure of consumer credit risk in the United States,” launched a Medication Adherence Score. Their website claims that:

leverages multiple, rich third-party data sources, the Medication Adherence Score can predict each patient’s adherence over the next year. [It] use[s] a patient’s prescription claims history when available and pull[s] on other publicly available third-party data sources when no other information is present.

Consumer advocates were alarmed when FICO announced this tool even though FICO officials claimed this information could not be used by insurers to adjust risk.

Nevertheless, private insurers use prescription and other claims data to deny insurance, charge differential premiums, or exclude some conditions. According to the Federal Trade Commission, the MIB Group (Medical Information Bureau) Inc., which operates in the US and Canada, and whose member insurance companies account for 99% of the individual life insurance policies and 80% of all health and disability policies issued in the United States, collects underwriting information from member insurance companies. It then provides reports of medical conditions, potentially dangerous hobbies, adverse driving records, and possibly criminal activity “to assess an individual’s risk and eligibility during the underwriting of life, health, disability income, critical illness, and long-term care insurance policies,” while its subsidiaries offer other services to members.

and customers. Businesses, too, often check job applicants’ MIB data. The same is happening in the UK. The Institute of Faculty and Actuaries NHS data on all hospital stays from 1997-2010 with “socio-economic profiles” like credit ratings to advise insurance companies how to revise their premiums.

1. Ownership Limbo

---


Mark A. Hall considers “no legal question … more critical, more contested, or more poorly understood” than whether the patient, provider, or insurer owns a patient’s medical information. As in other countries, current US law does not address ownership clearly. If patients owned their data, they would have more control over what happens with it. Some propose just that, suggesting that if patients could license use of their data, economic incentives would be added to individual health care benefits. The result would more strongly encourage linking and integrate records, thereby enabling a network of longitudinally linked records that would be clinically useful. Expanding this idea of economic value to patient-controlled health records also would be useful for creating databases for research, marketing, public health, and other unforeseen purposes. Ownership limbo, though, stymies any development along these or other productive directions, and prevents those who would be burdened by sharing data from reaping benefits. Although the issue is not as acute for integrated comprehensive systems, such as in the US Veteran’s Administration and the large private Kaiser-Permanente network, effectively linking electronic medical records runs up against legal uncertainties over ownership and control and economic disincentives to link data. This is not only an issue in the US. Data ownership needs to be resolved clearly elsewhere, though again, where there are integrated networks, as in Europe, the problem is not so severe. The law needs to specify medical information ownership, control, and commercialization.

185 Hall, IOWA LAW REVIEW, p. 631 (2010).
188 Id., at p. 642.
2. Personal Data Ownership and Control
Some propose principles for monetizing control over medical information intended to address these concerns, but scholars in this area disagree over who the owner should be, or whether ownership is better than the current approach.¹⁸⁹

One suggested approach is for patients to own their data so they could license using it, thereby adding economic incentives to individual health care benefits. Proponents argue that this economic value of patient-controlled health records also would be useful for creating databases for research, marketing, public health, and other unforeseen purposes. Currently, effectively linking electronic medical records runs up against economic disincentives and legal uncertainties over ownership and control.¹⁹⁰ Ownership, it is argued would encourage linking and integrating records, thereby enabling a network of longitudinally linked records that would be clinically useful.¹⁹¹ Others propose government ownership instead, while other legal scholars consider property rights in data, at best, unnecessary, and potentially worrisome.¹⁹² Additionally, if data is a form of communication, as discussed next, perhaps health data can be protected as intellectual property. However, property protection of pharmaceuticals, devices, and health information technologies, also can impede access to the information or products being protected.

¹⁸⁹ Id. at, pp.660-663; Evans, HARVARD JOURNAL OF LAW & TECHNOLOGY, p. 87 (2011);Abril, Selling Privacy. this volume.
¹⁹⁰ Hall, IOWA LAW REVIEW, pp. 637-640 (2010).
Marketplace norms can be anathema to professional values and the special relationship between doctor and patient.\textsuperscript{193} Moreover, the idea of medical information as property subject to commercial practices is disturbing to those who see it as commodifying the self and sullying ideas of personhood. Allowing patients to license use of their data assumes they will be able to anticipate potential uses, risk, and benefits. They may restrict access for research or for public health, or otherwise limit the public-goods value of medical information.\textsuperscript{194} Research approaches requiring large, broadly inclusive data sets would be undermined by patients’ refusal to allow their data to be included. Others are concerned that the price of data may make it more difficult for researchers than for the commercial sector to obtain data.\textsuperscript{195} This complex balance between individual preference, professional norms, and public good is not resolvable by current regulation.\textsuperscript{196}

\textsuperscript{193} Hall, \textsl{Iowa Law Review}, p. 656 (2010).
\textsuperscript{194} Id. at, pp. 657, 659.
\textsuperscript{195} Frank Pasquale, \textsl{Restoring Transparency to Automated Authority}, \textsl{9 Journal on Telecommunications and High Technology Law} 235(2011).
\textsuperscript{196} Evans, \textsl{Harvard Journal of Law & Technology}, p. 76 (2011).
Privacy scholar Mark A. Hall claims that “no legal question is more critical, more contested, or more poorly understood” than whether the patient, provider, or insurer owns a patient’s medical information. The law needs to specify medical information ownership, control, and commercialization. This is not only an issue in the US. Data ownership needs to be resolved clearly elsewhere, though where there are integrated healthcare networks, as in Europe, ownership is less problematic. Additionally, whether control over data is a sufficient view of privacy needs further consideration, although control and data protection are the basis of privacy in both the US and EU. These divergent analyses and recommendations highlight how complex the issue is.

C. Free Speech, Free Choice

The balance between making data available for research and public health and protecting individual privacy is complicated in the US by considerations of free speech protection, which now covers marketing based on prescription data. The Sorrell decision that permitted this is one of few cases that have challenged data privacy law on First Amendment grounds. In those few cases, lower courts have treated communicating raw data as speech. However, the common assumption underlying privacy law is that speech and data are different. For legal scholars of commercial speech, like Tamara R. Piety, it seems that it is stretching to extend First Amendment “free speech” rights to corporations, and that selling prescription data that will be used by

197 Hall, IOWA LAW REVIEW, pp. 631, 642 (2010).
198 Abril, Selling Privacy. this volume.
199 Kaplan, CAMBRIDGE QUARTERLY OF HEALTHCARE ETHICS, (in press).
200 Sorrell v. IMS Health, Inc. et al, S. Ct.
other corporations to sell pharmaceuticals to prescribers and patients is hardly speech that should be protected. Others, like Joan R. Bambauer, argue instead that treating data as speech enables access to information.\(^{202}\)

In addition to tensions between privacy and free speech, both First Amendment protections, the issue is complicated in that no one has a choice when it comes to prescription medication. Prescribers and patients must be identified on prescriptions. Thus, marketing interests benefit from these legal requirements of required information collection.\(^{203}\)

Similarly, there is little choice involved with mandates for electronic health records and health information exchanges. Medical records will be created, maintained, stored, and transmitted electronically, making them subject to further privacy threats from government and private sector alike. These threats are exacerbated by the concommitant integration and consolidation of health care providers.\(^{204}\) There also is little choice in the Affordable Care Act’s health insurance mandate. The very people the act is most intended to help, the uninsured, will be most vulnerable in having their personal information open to numerous agencies and individuals. Will they consider access to care (or rather, access to insurance) worth the privacy threats? Will they even know? Will they have a choice?


D. Informed Patients/Informed Consent

The principle of patient autonomy, as institutionalized in informed consent, is fundamental for both care and research. Just as the regulations discussed in Section I are less protective than they appear, so too are concepts like “informed consent.” The 2008 Nationwide Privacy and Security Framework for Electronic Exchange of Individually Identifiable Health Information includes the principle of individual choice:

“Individuals should be provided a reasonable opportunity and capability to make informed decisions about the collection, use, and disclosure of their individually identifiable health information….The degree of choice made available may vary with the type of information being exchanged, the purpose of the exchange, and the recipient of the information. Applicable law, population health needs, medical necessity, ethical principles, and technology, among other factors, may affect options for expressing choice.”

In HIPAA terms, though, this is called “authorization,” which refers to disclosing personal health information; “consent” is reserved for human subjects research. This discussion of “consent” therefore includes “authorization.”

“Informed consent” has two components, “informed” and “consent.”

---


1. Consent

Discussion here is limited to competent adults, which is complicated enough. “Consent” for persons presumed incompetent, or for pediatric patients, is more problematic. Minors can consent to some kinds of health care and they may be able to protect their privacy without parent permissions, especially where reproductive, psychiatric, and substance abuse services are involved. Likewise, parents may prevent disclosure of health information about a child to that child.208

The law emphasizes complying with rules, what Melissa M. Goldstein calls “rule-based consent.”209 For example, The HIPAA Privacy Rule requires most doctors, hospitals, other health care providers, pharmacies, etc. to obtain a patient's written consent before using or disclosing the patient's personal health information to carry out treatment, payment, or health care operations. They routinely obtain each patient's consent to disclose information to insurance companies or for other purposes according to a uniform standard set by the HIPAA Privacy Rule for certain health care providers.210 Consent, then, is more manufactured than freely provided211 as HIPAA provisions are circumvented by contract. A 2007 study estimated that employers, insurers, the criminal justice system, and other parties obtain some 25 million authorizations for patient records

209 Goldstein, JOURNAL OF LAW, MEDICINE AND ETHICS, p. 28 (2010).
210 Department of Health and Human Services United States Government, Office of the Secretary, 45 CFR Parts 160 and 164: Modifications to the HIPAA Privacy, Security, Enforcement, and Breach Notification Rules Under the Health Information Technology for Economic and Clinical Health Act and the Genetic Information Nondiscrimination Act; Other Modifications to the HIPAA Rules; Final Rule § 78 (January 25, 2013) section on “Consent” [45 CFR § 164.506]
as a condition of employment, insurance, or public benefits. Usually the entire record is sent, leading to proposals to limit disclosure.\(^{212}\)

2. Informed

Fundamental to the legal doctrine of informed consent internationally, including in the US, is that significant risks should be disclosed and understood before patients voluntarily consent to an intervention, and that permission should be obtained without coercion.\(^{213}\)

Becoming informed is very difficult, even for professionals and experts. The many different laws, regulations, jurisdictions, agencies, institutional policies, and security practices involved with health data privacy are confusing, complex, and opaque. Moreover, information about them is scattered among various sources that are neither conveniently accessible nor easily intelligible. Yet patients need to be better informed to be able to make wise decisions about what they may wish to keep private, what they may wish to release, to whom and how they release it, and for what purposes. Informed consent requires being informed. As Laura A. Mamo, Dennis K. Brown, Holly C. Logan, and Katherine K. Kim pointed out at the 2013 Annual Symposium of the American Medical Informatics Association:

> Effective and transparent governance policies are needed to ensure public protection, build public trust and encourage patients to allow their health information to be aggregated and shared in [health information] networks.\(^{214}\)


\(^{213}\) Goldstein, *JOURNAL OF LAW, MEDICINE AND ETHICS*, p. 28 (2010).

\(^{214}\) Mamo, et al., *Patient Informed Governance of Distributed Research Networks: Results and Discussion from Six Patient Focus Groups*. 2013.
They also indicated the need to involve patients and members of the public so that patient perspectives are incorporated into governance practices. However, siloing various privacy considerations and regulations precludes an integrated view of health data policy governance in its entirety. Patients, practitioners, and policy makers need a more comprehensive holistic view. Creating or obtaining such a view places added burden on everyone: legislators, regulators, patients, practitioners, administrators, patient advocates, and those responsible for educating patients.

Whether or not individual patients choose a voluntary identifier or segment their health information according to sensitivity and accessibility, they should be aware of their options and consequences. They may reveal intimate personal information for one purpose without realizing that it then becomes available elsewhere and for other purposes or merged with other data about them to become even more potentially injurious.\footnote{Layman, \textit{Health Care Manager}, (2003).}

Patients should know what can happen with data about them, what they can do to protect it, what the implications are for their care (e.g., restricting access to data may compromise care), for research, and for social benefit. They should know what the law does and does not allow. Laws, rules, regulations, institutional policies, and practices need to be streamlined, harmonized, and readily available and accessible, transparent, and easily understood. Governance, too, needs to be revisited in light of experience, so that it evolves as technologies, practices, and ethical considerations evolve.\footnote{Mamo, et al., Patient Informed Governance of Distributed Research Networks: Results and Discussion from Six Patient Focus Groups. 2013.}

Within a hospital, in addition to the variety of clinical personnel caring for a patient, among the personnel with legitimate access to each person’s records are
schedulers, clinic clerical personnel, and those who do the billing. Individuals also should know who has and has had access to data about them, but in a much more useful and accessible form than currently occurs by providing a voluminous audit trail of every access by each of these categories of personnel for every purpose related to a patient hospital stay.

Patients also need to know what is in their records, and have the ability to correct erroneous information. Though this might seem straightforward, experience with billing and credit errors suggests that it is not, even when needed corrections can be substantiated factually.\textsuperscript{217} Here, though, there also is a matter of knowledge and interpretation. Patients may not understand the clinical language and notation in their records. Even if they do, it can be difficult to reconcile evaluations of what is and is not “erroneous.” Further, clinicians may want to inform other clinicians about the patient, but may not want the patient to have access to that information, believing that it could be misinterpreted, unduly contested, or deleterious to the patient (for example, a poor prognosis that may affect a patient’s attitude and hence response to treatment). Knowing that patients will see their records can compromise their care if such information is omitted. Record information already may be circumscribed in order to avoid litigation, or adjusted for reimbursement purposes. Having records be even more open can lead to their being less informative for good care. This also can reduce the value of patient record data for secondary uses.

\textsuperscript{217} Layman, \textit{Health Care Manager}, (2003).
V. CONCLUSION

Many different aspects of law are relevant to health data privacy. The context for health data privacy involves various values, norms, and legal considerations and issues range from privacy to speech to ownership and property to public good to professional values and practice. Possible approaches to mitigating privacy threats also can enhance ethical behavior, patient autonomy, and informed consent while allowing for individual liberties, and both private and public benefits of access to health data and information. Some proposals to address privacy threats may block these benefits. Some, like the Sorrell decision, do not balance important values adequately. Some, such as “informed consent” and de-identification, may be believed to protect privacy when they do not.

Potential solutions are not clear-cut. Privacy laws like HIPAA are thought simultaneously to hinder access to data and allow too much access. Repeated initiatives, rule-making revisions, and calls for new legislation suggest the difficulty of achieving a satisfactory balance. Transparency and consistency also have been elusive. Like the ONC 2008 Nationwide Privacy and Security Framework for Electronic Exchange of Individually Identifiable Health Information’s call for transparency and consistency, the American Medical Informatics Association, too, issued recommendations calling for increased transparency and public awareness of benefits, challenges, and policies pertaining to secondary use, as well as a focus on data control and uses rather than ownership. Internationally, the International Medical Informatics Association built on this work when over 100 delegates from governments, academia, industry, and patient

groups met in 2012 for the European Summit on Trustworthy Reuse of Health Data. Delegates from the 21 countries represented also called for regulation, oversight, harmonizing policy across the EU, and fully informed patients.220

A. Transparency, Harmonization, and Simplicity Needed

Yet opaqueness and misconception abound, exacerbated by multiple laws and regulations in multiple jurisdictions, and obscure proposed frameworks and recommendations. In the US, the Health Information Security and Privacy Collaboration (HISPC), established in 2006 by the Department of Health and Human Services, completed the last of its phases in 2008. HISPC highlighted different state policies and developed toolkits for harmonizing them,221 but the task remains. The US, too, is unusual in its regulatory mix of privacy, property, free speech, and public good. Perhaps new insights can be gained by examining each of these legal doctrines in light of the others through the lens of health care data privacy. Here, though, the main point is that the mix also is generally confusing, sometimes at cross-purposes, and so complex as to make piecemeal policy approaches likely ineffective at best. Changing any one part may have unforeseen consequences on the entire system, making it difficult to adequately assess risks and benefits of technological or policy fixes. It is difficult to adequately allow for release of data for public good and beneficent purposes while sufficiently protecting privacy. It is harder still to balance these two values with a mish-mosh of professional

---


norms, free speech protections and exceptions, public health reporting requirements, and common understanding of various laws, regulations, and practices.

That balance is precarious. Taken together, various policy initiatives and technological advances point towards increasing data collection, sharing, and use for multiple purposes, often without permission, knowledge, or public understanding. Many patients do not know what can be done with their data, but keeping them ignorant is not the way to address this concern. The current intricate, fragmented state of health data governance requires dedicated expertise to understand and apply. Regulators and legislators may well lack expertise in the entire landscape; certainly patients and clinicians do. Yet, patients and clinicians are the public. Transparency, clarity, and public discussion is needed, for good and for ill, so that policy can better reflect a democratic balancing of the values involved.

This review begins to explicate the intricate interconnections to make them more transparent. The goal is to increase transparency and understanding of the current state of affairs so as to stimulate broader and more holistic thinking and encourage democratic deliberation. This can result in more integrated new legal tools to balance the important values that come into play when considering health data privacy.

B. Flexibility, Not Rigid Rules, Needed

Consensus is growing that US privacy law has not caught up with communicating medical information through national health information networks, social networking, mobile health, big data for research and innovation, genomics and biobanking, re-
identification science,²²² and minors’ access to electronic records and health applications. Law likely cannot catch up with burgeoning data collection, data aggregation, and data mining activities, nor with technological advance, let alone adequately anticipate it. Until recently, the Hippocratic Oath and common law tort system governed health privacy. Although common law tort does not adequately address health data privacy,²²³ the room it builds in for interpretation on a case-by-case basis is suggestive. Principles that can be applied in ways that evolve with changing norms and technologies could better serve than rigid rules. Rule-based requirements can provide a floor for proper behavior, but compliance may too easily turn into a ceiling for ethical behavior. Rigid rules also can thwart good policy and wise legal decisions that take account of the kind of data, the uses to which it is put, the balancing of values involved, social norms, individual rights, and broad ramifications for public welfare. Some data uses are more beneficial than others, and some data users more in line with public expectations for good than others.

Various privacy experts and legal scholars have proposed privacy bills of rights and guiding principles to protect privacy.²²⁴ They overlap with frameworks and recommendations designed to promote secondary health data use in recognizing that

individuals should be aware of how data about them is collected and used and have a say in it.

C. Technological Solutions and Social Research Needed

While law and technology may not keep pace with each other, technological advances also offer approaches that can enhance individuals’ knowledge and consent about data use so that those closest to providing and generating data know, and agree to, its use, and, in some way, benefit or are compensated for it. Better alternatives to identification and de-identification; means of tracking data through not just secondary, but tertiary and subsequent aggregation and use; granular level control; improved data security; and returning benefit to data originators all are under development.

Health data universally is treated as special.\textsuperscript{225} It is different from other data in that individuals reveal it for intimate purposes, and it then can be used in unexpected ways. It is subject to legal requirements for disclosure to intermediaries with fiduciary duties, including confidentiality and privacy protection, as well as obligations for public good.

Yet “privacy” and “public welfare” are dynamic ideas.\textsuperscript{226} Privacy is not simply a matter of identity and control. Nor are big data, data mining, and secondary use merely a matter of unconstrained market forces. Neither technological nor legal research should focus solely on the data per se. Weighing privacy and numerous beneficial uses for data requires understanding ideas of privacy, proper data use, and value of data aggregation products as they vary over time and place. Empirical social research, including


ethnographic study of personal and societal norms for balancing different values, can contribute to wiser policy and open public debate based on messy, human and humane interconnected social, psychological, institutional, legal, and ethical considerations.\textsuperscript{227}

Harms and benefits can be judged best through transparency and accountability leading to individual awareness, public discussion, and considered judgment. That way, personal as well as societal decisions can be made on more informed and thoughtful grounds.

\textsuperscript{227} Ohm, UCLA LAW REVIEW, p. 1761 (2010).